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1000+ registered users in May 2019 
55 publications identified since 2011 

Neuro-image analysis Cancer therapy simulation 

Prostate radiotherapy  plan simulated  
with GATE(L. Grevillot and  D. Sarrut) 

Image simulation 

Echocardiography simulated with  
FIELD-II (O. Bernard et al) 

Modeling and optimization of 
distributed computing systems 

Acceleration yielded by non-clairvoyant 
task replication (R. Ferreira da Silva et al) 

Brain tissue segmentation 
with Freesurfer 

Supported by EGI Infrastructure 
Uses biomed VO (~65 sites in Europe and beyond) 
230 cumulated CPU years utilized by VIP applications in 1 year 
  
 
 
 
 
 
 

DIRAC 

France-Grilles 

https://vip.creatis.insa-lyon.fr 

https://vip.creatis.insa-lyon.fr/
https://vip.creatis.insa-lyon.fr/
https://vip.creatis.insa-lyon.fr/
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Example of a VIP use-case 
● Generate virtual ultrasound and magnetic resonance images using VIP 

○ Reference: Bernard et al. 2018. IEEE Transactions on Medical Imaging 
○ EGI Research story 
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● MRI simulator integrated into VIP 
● Catalogue of 18 virtual patients 

○ 2700 image volumes  
○ Benchmarked myocardial motion 

for validation purposes 
● The generation of one full 3D 

sequence took 6 hours on VIP  
○ 280 hours on a personal laptop 

 

 

https://hal.inria.fr/hal-01533366/document
https://www.egi.eu/use-cases/research-stories/creating-a-digital-heart/
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CAD for Epilepsy 

5 [Alaverdyan MIDL 2018] Credit: Carole Lartizien, PhD work of Zara Alaverdyan  
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VIP achievements and challenges 

● Transparent access to distributed computing resources 
○ VIP relies on the France Grilles DIRAC instance (https://dirac.france-

grilles.fr/DIRAC) 
○ Exploit parallelism through workflows  

● Scientific applications as a service 
○ No need for installation on the users’ side 

● Facilitate the sharing of applications and data  
● GPU usage 
● Foster open and reproducible science 

○ Can I have my results reproduced (e.g., by reviewers)? 
○ Can I share/exchange applications/data across platforms? 
○ ...   
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https://dirac.france-grilles.fr/DIRAC/
https://dirac.france-grilles.fr/DIRAC/
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Boutiques            and FAIR data analysis 

● Describe, publish, integrate 
and execute applications 
across platforms 
○ Facilitate application porting 
○ Import and exchange of 

applications 
● https://github.com/boutiques 
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FAIR tools. Credit: Gregory Kiar and Tristan Glatard 
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Containers 
● A container = an entire runtime environment 

○ An application + all its dependencies, libraries and other binaries, and configuration files 
needed to run it, bundled into one package 

○ Facilitates application installation and sharing 
● Docker has become synonymous with container technology because 

its success, but 
○ Container technology is not new 
○ Other containers exist (Singularity) 

● DockerHub 
○ Image discovery and distribution 
○ https://hub.docker.com 

 

 
8 

Credit: https://stackoverflow.com 
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Application publishing in VIP with Boutiques  
● Share your tools in a packaged and fully described fashion 
● Boutiques publishes descriptors to Zenodo (https://zenodo.org) 
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https://zenodo.org/
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Interoperability and CARMIN 

● Common API for Research 
Medical Imaging Network 
○ https://github.com/CARMIN-org 

● Enables communication between 
services 

● Interoperability among data and 
computing platforms 
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CHALLENGE: 
EVENTS DURING INTERNATIONAL CONFERENCE. 
OPPORTUNITY FOR GROUPS WORKING WITH COMPETITIVE APPROACHES TO RANK THEIR METHODS. 
SAME DATASET TO COMPARE. 
SAME METRICS TO COMPARE. 
DIFFERENTS PHASE (TRAINING, TESTING, RANKING). 
COMPUTATION/RESEARCH/TESTING DURING A SHORT TIME. 
LIVING AFTER CHALLENGE END. 

REPRODUCTIBILITY IN MEDICAL IMAGING PROCESSING: 
PRIVATE AND SENSIBLE DATA.  
SMALL DATASET (not least true).  
COMPARISON NOT EASY. 

CHALLENGES: 
CETUS (2014): MICCAI 
PICMUS (2016): IUS 
ACDC(2017): MICCAI, 2 challenges, 10 teams, >50 submissions. After: 500 users, >250 submissions 
SAF-VI (2018):  IUS, 7 teams, 50 submissions 
CAMUS (2019): Article, Submitted 12 
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ACDC CHALLENGE CONTEXT : data warehouse 

2 challenges 

Compare different segmentation methods on Heart (left 
ventricle, right ventricle and myocardium) and 
different cardiac pathologies (150 subjects). 

Based on GIRDER data warehouse (free and open source 
web-data management platform). 

Several instances deployed at Creatis (H2P, ultrasound-
warehouse, …) for different uses:  simple 
warehouse, cohort, challenge, … 

Server: CherryPY, very flexible plugin system 
Front-end: javascript + template pages (pug, stylesheets) 
Database server: MongoDB (more flexible) 
Plugins can be easily developed 
example: DicomViewer (1 file/server, 4 files/client) 
 
CHALLENGE PLUGIN: Metrics on docker, specific front-end for 
ranking and submission. 
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ACDC CHALLENGE RESULTS:  

During challenge : 10 teams, > 50 submissions.  
After: 500 users,  > 250 submissions 
Real-Time Ranking. 
Each entry on leaderboard associated to an article. 
Execution time between  5 min. and 30 min. 

1 articles with IEEE TMI 
 > 350 mails exchanged with  challengers 

[Left] input image; [Middle] ground truth; [Right] prediction. 

Ranking 

Issues on dataset. 
Instability on early deploiement 

High maintenance. 
Needed a strong support. 
Metric code on github 
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CHALLENGE FLI: CONTEXT 

2 challenges 

Compare different segmentation methods provided by 
challengers on PET IMAGES (100 images) and SEP 
images ( 53 subjects) during MICCAI 2016. 

SHANOIR  
(DATA WAREHOUSE) VIP 

APPLICATION 

DOCKER WRAPPING 

BOUTIQUES DESCRIPTION 

EGI 

 
 

Number of 
challengers 

Number of 
pipelines 

MSSEG challenge 11 14 

PETSEG challenge 4 9 

Total 15 23 

results 

dataset 

Execution 

Deployement 

carmen API O.1 
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CHALLENGE FLI: RESULTS 

- During the challenge, the 
executions took place in 
production conditions (i.e. on a 
shared infrastructure) the 
resource usage was influenced 
by the charge of the platform at 
the moment of the execution. 

Pipeline (method) 
Elapsed time 

Average (second) 

Maximum 
resident set size 

(Mbytes) 

Average Average 

edgebasedmsseg_pipeline 232,00 3 469,39 

pipeline_EOT 385,25 641,79 

MSSeg_MIVG 620,75 4 409,77 

sls-challenge2016 741,50 4 222,97 

intensityNormalizedSegmentation.py 950,50 3 746,01 

graphCutSegmentation.py 1 439,25 4 979,52 

ms_run_t1_flair_only 1 617,00 10 133,26 

Miccai_Urien_pipeline 2 158,00 6 743,54 

ms_run 2 654,75 8 047,65 

Plocus_MSseg 2 801,00 3 770,34 

nabla-MS 4 669,00 22 510,86 

deep_challenge 9 328,50 4 722,65 

CRL2 12 646,25 11 452,65 

muschellij2_msseg 15 852,25 15 745,71 

Benchmark :  
 
- 1 Intel Xeon E5-2630L 
v4 processor (1.8GHz, 10 
cores, 2 threads per core) 
and 64GB of RAM 
- All MSSEG Pipelines 
- Only 4 subjects 
- Sequentially to avoid 
overlap 

2 articles with Nature 
 > 650 mails exchanged between  VIP team 
and challengers 

- Integration not too smooth at the beginning for 
complex pipelines. 

- Issues on MSSEG dataset: relaunch 3 three times all 
pipelines=> time consuming 
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DATA/RESULTS  REPRODUCTIBILITY 

TRACABILITY QUALITY ACCESSIBILITY 

Open-source 
Adapted tools/infrastructure 

DOI 
Identify pipelines/workflows 

Guidelines to share 
Challenges 
Identified and labelised 
infrastructures 
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Conclusions 
● Achievements 

○ Transparent access to distributed computing resources 
○ Scientific applications as a service 
○ Challenge organization 

 

● Looking to the future 
○ Collaboration and tool “re-use” 
○ Support and sustainability 
○ Interoperability 
○ Open and reproducible science 
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Thank you for you attention! 
Questions? 

sorina.pop@creatis.insa-lyon.fr 
frederic.cervenansky@creatis.insa-lyon.fr 
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User 

Web 
Portal 

0. Login 
1. Send input data 

Storage 
Element 

Workflow Engine 
(Moteur + 

GASW) 

3. Launch workflow 

Pilot 
Manager 
(DIRAC) 

4. Generate and  
submit task 

5. Submit 
pilot jobs 

2. Transfer 
input files 

Computing 
site 

6. Get task 7. Get files 
8. Execute 
9. Upload results 
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Biomed community 
● Life Sciences sector with three main thematic groups 

○ Medical image analysis 
○ Bioinformatics 
○ Drug discovery 

● EGI's biomed VO 
○ Operating since 2004 
○ Approx 50 supporting sites 
○ Heterogeneous resources and user profiles 
○ 2.5 million jobs and 500 CPU years/year 
○ Technical teams on shift for monitoring 

● Open access 
○ For non-commercial users 
○ For life-science applications  
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Brain tissue segmentation  
with Freesurfer 

Hepatic perfusion index (%) 
Credits: B. Leporq, O Beuf 

http://lsgc.org 



Medical Imaging Research Laboratory 
www.creatis.insa-lyon.fr 

A Docker container for our application 

● Prepare the Dockerfile 
○ Use an existing nvidia image having cuda and cuDNN already installed (nvidia/cuda:7.5-

cudnn5-devel-centos7) 
○ Install and configure anaconda, theano and keras 
○ Bring in code source with git clone (or “ADD” local files) 

● Build the image 
○ docker build -t feature-extraction . 

● Use nvidia-docker 
○ docker runtime enabling access to the GPU 

● Start the container using the nvidia runtime 
○ docker run --runtime=nvidia -it feature-extraction 
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