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Name Surface Rooms Pool Price

House1 2,000 4 0 270,000

House5 3,500 6 1 510,000

House12 1,500 4 0 240,000

Sales_price = 0;
if (city == Montpellier)  

if (block == ”Odyseum”) price_sqft = 160;
else (if (block == “Comedie”) price_sqft = 120;

else(if …)
else (if)

)
….

Real Estate agency willing to automate (software) house’s price estimation 

The business purpose is simple : estimate the right (most profitable) price
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Machine Learning = 
1) Data (and Data Analysis)
2) Mathematics
3) Prediction

F(X) = Y

Name Surface Rooms Pool Price

House1 2,000 4 0 270,000

House5 3,500 6 1 510,000

House12 1,500 4 0 240,000

Features (attributes) x1,x2,x3 Label (target) = Y

Many functions (predictive models) could apply on those data to 
make a prediction (more or less accurate) – without hard coding the 
business rule (without explicitly programmed)

Linear Model ax+ b
Parameters are called W (weights) and B (biases)

polynomial model: ax^2 + bx + c



Name Surface Rooms Pool Price

House1 2,000 4 0 270,000

House5 3,500 6 1 510,000

House12 1,500 4 0 240,000
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The goal of machine learning is to define and minimize the error (the cost 
function) – so in other word, maximize the accuracy of the predictive model

We have to define the error function and how to minise the error (algo = 
optimiser)



RECORDS

algorithm learns relationships between 
the features and the target variable.

dataset of examples used to tune the 
hyperparameters of a model (dev set)

dataset that is independent of 
the training to test generalisation

You can analytically solve the solution of finding the minimum of Error 
function but it could be time consuming.
The idea is to use a fastest way (iterative algorithm) to solve it : 
gradient descent (derivative with respect to parameters and bias)
It is basically iteratively updating the values of a and b using the value 
of gradient, as in this equation (*)

equation (*)



Hyperparameters are parameters whose values control the learning process and 
determine the values of model parameters

The prefix 'hyper_' suggests that they are 'top-level' parameters that control the learning 
process and the model parameters that result from it.

Model parameters are configuration variables that 
are internal to the model, and a model learns them 
on its own. These are usually not set manually

Hyperparameters are those parameters that are 
explicitly (manually or thru HPO) defined by the user 
to control the learning process

WHAT IF ? What if we change manually the size of training dataset and 
test data set ? Which impact on my model parameter precision ?
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Artificial Neuron = first application = logic gateHow to Learn ? Imitating human brain ? Then, Perceptron = algorithm that could learn 
the weights in order to generate an output.

MLP (Multi Layer Perceptron) is one kind 
of neural networks, where the activation 
function is sigmoid, and error term is 
cross-entropy(logistics) error

MLP is one of the several kinds of 
Artificial Neuron Networks (ANN)

MLP is fully connected Feed Forward (FF) 
network but you can find CNN, RNN, …

(For classification for image perception)



There are many types of AI or deep learning models. For natural language processing (NLP) we will turn to language models : RNN, Encoders, Transformers

If it’s predicting the next word in the sequence, it’s called 
next-token-prediction; if it’s predicting a missing word in 
the sequence, it’s called masked language modeling.
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HUMANS : Reading and capabilities to understand concepts and the 
world around us are all about :     MEMORY and  ATTENTION

attention

je suis content

I am happy

The encoder is responsible for analyzing and “understanding” the 
input text and the decoder is responsible for generating output

GPT 3 training on :

• 570 GB of data from books, wikipedia, research 
articles, webtexts, websites ~ 300 billion words were 
fed into the system /  800 GB of memory to train it

• 175B of parameters , 2048 tokens as input

• 96 decoder layers

• Training hardware: Access to a supercomputer with 
~10,000 GPUs and ~285,000 CPU cores. 

• = 5M$ and 2 years training



ChatGPT
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LABEL



if (s==9 and be==2
and ba==2 and f==1000)

then 
price = $1000000;

else if (…) then …
else if (…) then …

House 1: s = 9, be = 2,
ba = 2, f = 1000, 
price = $1000000

House 1: s = 4, be = 2,
ba = 1, f = 700, 
price = $600000

F: (s,be,ba,f) -> price

price = F(s,be,ba,f) = 
w1*s + w2*be + w3*ba + w4*f F: (s,be,ba,f) -> price

price = F(s,be,ba,f) = 
f3(f2(f1(s,be,ba,f)))





X1 X2 X3 X4 X5 … X99



Biz Analyst – Ops for AI
Ensures ongoing health and 
transparency of AI in production

Data Scientist
Understand business problem
Builds and Trains Models

Business Process Owner
Designs biz processes, leads a team. 
Continuous  Improvement & Health 

App Dev
Builds & supports apps
Fairness  & Robustness 

Extract Data Prepare Data Build models Train Models Evaluate Deploy Use models Monetize Monitor

IT TEAM / INFRASTRUCTURE

Data Architect
Create blueprint for Data management Systems
Define, Integrate and maintain data sources/flow

Executive Managers 
Business Sponsors

Project Managers
Team Leaders

Data Engineer
Design install and maintain 
data management systems
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New (unseen) 
data coming from 
external region



•

•

•

•

•

•

•














	Slide 1: HPE AI : Strategy and Portfolio
	Slide 2: WORKSHOP :  AGENDA
	Slide 3: AI BASICS
	Slide 4: INTRO:  VOCABULARY AND HISTORY
	Slide 5: ML/DL:  INTRODUCTION TO THE BASICS
	Slide 6: ML/DL BEHIND THE COVER : ALL ABOUT MATHS
	Slide 7: ML/DL BEHIND THE COVER : ALL ABOUT MATHS
	Slide 8: ML/DL SECRET SAUCE : TRAINING - OPTIMISER AND LEARNING RATE
	Slide 9: ML/DL DOUBLE SAUCE : HYPERPARAMETERS 
	Slide 10: DEEP LEARNING :  ZOOM
	Slide 11: DNN :  DIFFERENT ARCHITECTURES FOR DIFFERENT NEEDS
	Slide 12: NLP:  WHAT IS NLP ? BASICS
	Slide 13: TRANSFORMER:  ATTENTION IS ALL YOU NEED
	Slide 14: LLM  :  « CHATGPT » COMPETITION
	Slide 15: ALPEH ALPHA:  LUMINOUS, EUROPEAN CHATGPT
	Slide 16: ML/DL POINT : CHANGING PARADIGM
	Slide 17: ML/DL  : WHAT IS DEEP LEARNING ?
	Slide 18: AI CLIENTS AND CHALLENGES
	Slide 19: ML/DL PROJECTS  = DATA SCIENCE
	Slide 20: ML/DL CHALLENGES : DATA SCIENCE IS A TEAM WORK
	Slide 21: ML/DL CHALLENGES :  MANY TOOLS / PRODUCTION / BUSINESS
	Slide 22: Customer AI  Journey
	Slide 23: HPE AI NEXT : HPC&AI
	Slide 24: AI at scale Challenges
	Slide 25: AI at scale market requires new software platform
	Slide 26: AI-at-Scale Platform
	Slide 27: HPE ML DEVELOPMENT ENVIRONMENT
	Slide 28: Determined ai training platform
	Slide 29: HPE Machine Learning Development Environment AND DETERMINED OPEN SOURCE—COMPARED 
	Slide 30: HPE SWARM LEARNING
	Slide 31: SWARM LEARNING INTRODUCTION:  CONTEXT
	Slide 32: SWARM LEARNING INTRODUCTION:  SOLUTION ?
	Slide 33: AI ON THE EDGE:  MACHINE LEARNING JOURNEY
	Slide 34: SL INTERNALS:  HIGH LEVEL PRINCIPLE
	Slide 35: PACHYDERM
	Slide 36: Key Aspects of MLDM
	Slide 37: OSS vs. Enterprise
	Slide 38: Thank you

