
 

Loss of Parallel Efficiency
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The Sequential Fraction

Amdah l 's Law  theoretica l ly  shows that  an

application with a sequentia l  fraction has

its acceleration l imited  by  it :
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Load Imbalance

if  not  a l l  cores have  the  same  workload ,  the  execution

time  will  be  the  one  of  the  last  core  to fin ish.

in the  extreme  case  where  on ly  one  core  is working, it

is equiva lent  to a sequentia l  computation, having
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Load Imbalance (Example)

20-core  computer  /  perfectly  ba lanced  workload
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Load Imbalance (Example)

20-core  computer  /  one  core  having noth ing to do
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Load Imbalance (Example)

20-core  computer  /  one  core  with twice  the  workload
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Interactions

During a computation, there  are  typica l ly  interactions

between the  cores:

commun ications in distributed  memory

concurrent  memory  access (Fa lse-sharing) in shared

memory

These  interactions represent  an overhead  and  degrade

performance  based  on their  number  and  their  volume .
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Interactions: Application Granularity

Definition:  Application granularity  is the  ratio of  the  time

the  application spends computing to the  time  it  spends

commun icating.

The  larger  ,  the  better  the  para l lel  performance .
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Interactions: Partitioning

The  goa l  of  partitioners is to divide  a doma in wh i le  trying

to ba lance  the  workload  and  min imize  interactions.
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Interactions: Partitioning

Exemple  :  D ividing a square  into two equa l  parts

Good  Partition Bad  Partition
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Interactions: Size matters

Example:  For  a square  with s ide  length 

Computation cost  proportiona l  to the  area: 

Interaction cost  proportiona l  to the  perimeter :  
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Interactions: Size matters

a area prerimeter

0 .5 0 .25 2 0 .125

1 1 4 0 .25

2 4 8 0 .5

4 16 16 1

8 64 32 2
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Execution at a Very Large Scale

W ith a large  number  of  cores, other  sources can

deteriorate  para l lel  performance :

Co l lective  commun ications (such as MPI_A l ltoa l l)

Input/Output

Application launch ing ( including MPI_In it)
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Main Losses of Parallel Efficiency

(Summary)

The  sequentia l  fraction

Load  imba lance

Application granularity  too low  (too

many  interactions compare  to

computation)

poor  doma in partition ing

a too sma l l  doma in

Very  large  sca le  computation
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